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ABSTRACT

The article is devoted to the solution of boundary value problems for higher-order linear integro-differential
equations of Fredholm type with differential and integral operators encompassing powers of an ideal bijective
linear differential operator whose inverse is known explicitly. The conditions for existence and uniqueness
of solutions are derived and the solutions are delivered in closed form. The approach is based on the view
that an integro-differential operator is a perturbed differential operator. The results obtained are of both
theoretical and practical importance. The method is elucidated by solving two illustrative problems.
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Introduction

Integro-differential equations are used to model physical phenomena and processes in engineering, physics,
biology and economics [1-4]. Higher-order Integro-differential equations are also play an important role in
mathematical modeling [5-7]. In most cases, they cannot be solved analytically and therefore approximate
solutions are persuaded [8; 9]. However, exact solutions are always attractive and in some instances
essential [10-12]. Based on the theory of extensions of operators [13-15|, the authors have obtained closed
form solutions of several types of boundary value problems for integro-differential equations with classical
and nonlocal boundary conditions [16-21]. The present paper is a sequel to work of [19] and deals with the
exact solution of one more class of boundary value problems of special form.

Let X be a Banach space of complex valued functions of x defined on , A:X > X a bijective
linear differential operator incorporating some initial or boundary conditions. First, we consider the integro-
differential equation

oy
S
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Au(z) — Z/QKj(x,t)Eu(t)dt = flz), ze,

D(B) = D(A)C X, (1)

where B : X — X is a linear operator, K;(z,t) € X(Q x Q) are known kernel functions, f(z) € X is an
input function and wu(z) € D(B) is the sought function describing the response of the system modeled by (1).
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Next, we contemplate the more involved integro-differential equation

4

Byu(z) = 2‘%(90)—2 Z/{ZKij(w,t)Eiu(sc)dt = f(z), z€Q,

D(By) = D(AY), (2)

where Bs : X — X is a linear operator, 121\1', 1 =1,2,3,4, are powers, self-compositions, of the operatorAg
and the kernels K;;(z,t) € X(Q x Q) are known functions. We assume that the inverse operator I = A~!
is known explicitly, and that the kernels K(x,t), K;;(x,t) are separable functions. We establish existence
and uniqueness criteria and provide the solutions of the problems (1) and (2) in closed form. Lastly, we
investigate under which conditions By = B* and develop a decomposition technique for obtaining the exact
solution to the problem Btu(z) = f(z).

The outline of the paper is as follows. In Section 1., the two problems are put in a convenient matrix form
and exact solution formulae are obtained by a direct method. In Section 2., the conditions for factorizing
problem (2) and a decomposition solution method are presented. Finally, two examples are solved in Section 3.

1. The Direct Method

First, we deal with problem (1). We assume that the kernels K;(z,t) are separable functions, i.e. K;(z,t) =
= g;j(x)h;(t), j=1,...,m, where g;(x), h;(x) € X, and introduce the vector of functions

g:(91 gm)eXm7 gi=gjx)eX, j=1,....m, (3)
and the vector of linear and bounded functionals
31
b= : e X, <I>j:<I>j(~):/hj(t)-dteX*7 j=1,...,m. (4)
o, Q
Also, by ®(f) and ®(g) we denote the vector and the m x m matrix
®1(f) P1(g1) -+ Pilgm)
o(f) = : , O(g) = : : ; (5)
@, (f) Dp(g1) 0 Pnlgm)
respectively, and note that
P(gN) = ©(g)N, (6)

where N is an m x k, k € N, constant matrix. Finally, 1,, symbolizes the m x m identity matrix and 0 the
zero column vector.
Thus, the problem (1) can be put in the convenient form

Bu = Au—g®(Au) = f, D(B) = D(A). (7)

The conditions for existence and uniqueness, the solution to problem and the correctness of the operator B
are provided by the next theorem.

It is recalled here that an operator P: X — X is said to be correct if P is bijective and its inverse P!
is bounded on X. R R
Theorem 1. Let X be a complex Banach space, A : X — X a bijective linear operator and I = A1 its
inverse, g € X,,, and ® € X as defined in (3) and (4), respectively, and B : X — X the linear operator

Bu = Au — g®(Au), D(B)= D(A). (8)
Then the following statements are true:

(i) The operator B is bijective on X if and only if
det W = det[1,, — ©(g)] # 0, 9)
and the unique solution to boundary value problem (7), for any f € X, is given by the formula

uw=B" f=TIf+IgW'o(f). (10)

(i1) If in addition the inverse operator A~ is bounded on X, then the operator B is correct.
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Proof. (i) Let det W # 0 and u € ker B. Then,

Bu = Au — g@(//l\u) =0, (11)
and after applying the vector ® on both sides of (11) and utilizing (6),
1, — (g)] ®(Au) = Wo(Au) =0, (12)

which implies that ®(Au) = 0. Substitution into (11) yields Bu = Au = 0 and hence u = 0. This means
that ker B = {0} and therefore the operator B is injective. Conversely, we prove that if B is an injective
operator then det W # 0, or equivalently, if det W =0, then B is not injective. Let det W = 0. Then there
exists a nonzero vector ¢ = col(cy,...,cn) such that We = 0. Consider the element uy = A~lgc and note
that ug # 0; otherwise ug = 0 implies gc = 0 and then We = [1,, — ®(g)]c = ¢ — &(gc) = ¢ = 0 which
contradicts the hypothesis that c¢ is a nonzero vector. From equation (8), we get

Bug =gc — g®(g)c =gl — (g)lc =gWe=g0=0, (13)

which means that ker B # 0 and so B is not injective. R
Further, by multiplying from the left both sides of (7) by A~!, we get

u— A"'g®(Au) = A1, (14)
while acting by the vector ® on (7), we have
(1 — @(g)] @(Au) = We(Au) = &(f). (15)

By hypothesis det W # 0 and therefore equation (15) can be solved with respect to ®(Au). Substituting
®(Au) = WLd(f) into (14), we obtain the solution formula (10).

Finally, since the input function f in (7) and (10) is any arbitrary f € X, we have R(B) = X which
means that B is bijective. R

(ii) Suppose that (9) is true and that the operator A~! is bounded. Then by (i) the operator B is
bijective and the unique solution to problem (7) is given by (10). In (10) the operator A~! and the functionals
®,,...,P,, are bounded. This means that the operator B~ is bounded and hence the operator B is correct. O

To find the solution of the boundary value problem (2), we now introduce the vectors of functions

a=(a - gm),r=(r1 ... ), s=(s1 ... 5m ),
z= (2 ... zZm ), 478,45 €X, j=1,...,m, (16)
and write the problem (2) in the form
B = A*u-— q@(//l\u) - r@(A\Qu) - s@(g?’u) — z<I>(21\4u) =f
D(By) = D(AY), (17)

and prove the following theorem. R R
Theorem 2. Let X be a complex Banach space, A: X — X a bijective operator and I = A™' its inverse,
q,r,sz€ X, and ® € X, as in (16) and (4), respectively, and the operator By : X — X defined by

Buu = A*u— q®(Au) — r®(A%u) — s®(A3u) — 28 (A%u),
D(B)) = D(A%Y). (18)
Then the following statements are true:
(i) If
det V # 0, (19)
where
O(I3q) — 1, O(I3r) O(I3s) O(I3z)
V- ®(1%q) O(I%r) — 1,, O (1%s) ®(1%z) (20)
- d(Iq) O(Ir) O(Is) — 1,y O(Iz) ’
o(q) o (r) ofs)  B(z)— 1,
then the operator By is bijective on X and the unique solution to problem (17) is given by
u = B;'f
(I°f)
1| e(2f)
= I'f-(I*q I*r I's I'z )V! . 21

o(f)
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(ii) Conversely, if the operator By is injective and also the vectors q, r, s, z are linearly independent, then
det V # 0.

(#i) If in addition the inverse I = A=Y s bounded on X, then the operator By is correct.
Proof. (i) Let det'V # 0 and u € ker By, i.e.
Aty — q®(Au) — r®(A%u) — s®(A%u) — z®(A%u) = 0, (22)

where u € D(A*). We introduce the vectors

®(Au)
_ _ P(A2u)
q= ( q r s z ) ) ¢(u) = q)(ggu) ) (23)
O(A*u)
and write (22) conveniently in the matrix form
Aty — g®(u) = 0. (24)
By applying the inverse operator I = A~ four times on both sides of (24), we get
Ay — 1"qd(u) = 0, n=1,23, (25)
u—I'q®(u) = 0. (26)
Acting by the vector ® on both sides of (24) and the three equations (25), we obtain
(A ™) — d(I"q)P(u) =0, n=0,1,2,3, (27)
where I = 1. Equation (27) can be rearranged in the following configuration
®(I3q) — 1,, O (I%r) O(I3s) O (1%z)
®(1%q) ®(I%r) — 1,, ®(1%s) ®(1%z) =
o(Iq) o(Ir)  s)—1, ®(Iz) | 2W=0 (28)
o(q) o(r) o) Dz)-1n
or
Vo(u) =0, (29)

where V' is the 4m x 4m matrix in (20). Since detV # 0, it is implied from (29) that ®(u) = 0 and then
from (26) that w = 0. This means that ker B = {0} and therefore the operator B is injective.
To obtain the solution of (17), we write it in the form

Alu—qdw) =/ feX (30)
By applying the inverse operator I = A-1 four times on both sides of (30), we get

Ay — Imqd(u) = I'f, n=1,2,3, (31)
u—I'qd(u) = I'f, (32)

and then acting by the vector ® on both sides of (30) and (31), we have

(A ) — (") D(u) = UI™f), n=0,1,23, (33)
or in matrix form
(I°f)
Vb (u) — q;)((lijf)) . (34)
o(f)

By inverting (34) and substituting into (32), we obtain (21). In (17) and (30), f is an arbitrary element of
X and therefore R(Bs) = X and so the operator By is bijective and the problem (17) everywhere solvable.

(ii) Let the vectors q,r,s,z be linearly independent. We will prove that if B, is an injective operator
then det'V # 0, or equivalently, if detV =0 then B4 is not injective. Let det V = 0. Then there exists a
nonzero vector ¢ = col(cq,ca,c3,c4) such that Ve =0 where ¢; = col (¢, ..., Cim), © = 1,2,3,4. Consider the
element ug = I*(qc; +rcg +scg +zcy) € D(ﬁ‘l).
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Substituting this element into (18), we obain

Buy = dqcj+rcy+sc3+zcy
—q [®(I*q)ct + D(I°r)cy + B(I°s)cs + B(I°z)cy]
—r [®(I*q)cy + ®(I7r)co + D(I°s)cs + B(I°z)cy]
s[®(Iq)cy + P(Ir)co + P(Is)c3 + P(1z)cy]
z[®(q)ci + P(r)ca + D(s)cs + P(z)cy]
= —(q r s z)Vc=0. (35)

This means that ug € ker B4. Note that ug # 0, because by hypothesis q,r,s,z are linearly independent and
¢ # 0. Hence, By is not injective. R

(iii) Let additionally I = A~! is bounded, i.e. A is correct. Then the operators I, i = 2,3,4, are bounded
and since the functionals ®;, 7 = 1,...,m, are bounded on X, it is concluded that the operator BZl is

bounded too by means of (21). Hence, if the operator A is correct and the condition (19) is satisfied then
the operator By is correct. O

2. Decomposition Method

Let the operator B : X — X be defined by
Bu = Au—z®(Au), D(B)= D(A), (36)
where z € D(glg)m7 and let the vectors
q=Ar —z®(Ar), r=As—z0(As), s= Az—z0(Az). (37)
In this case, problem (2) can be formulated as
Byu= B'u=f, D(B,)=D(AY). (38)

It is recognized that conditions (37) are seldom met in real life problems, but when it happens the solution
process is simplified further. Moreover, the results derived here are of theoretical importance and valuable
for extra developments. R R

Theorem 3. Let X be a complex Banach space, A: X — X a bijective operator and I = A~ its inverse
and ® € X* as in (4). Let q,r,s, z € X,, satisfy (37) and the operator B : X — X be defined by (36).
Then the following statements are true:

(i) The operator

B = A'w— q®(Au) — r®(A%u) — s®(A%u) — z®(A),

D(By) = D(AY), (39)
is biquadratic, meaning Bsu = Bu.
(ii) If
det W = det[1,, — ®(z)] # 0, (40)
then the operator By is bijective and the unique solution to boundary value problem (38) is obtained by
w = By'f=u,

Upp1 = JTup+I1zW1®(uy), k=0,1,2,3, wug=/f. (41)

(iii) Conversely, if the operator By is injective and the components of the vector z are linearly independent,
then det W # 0.

(iv) Finally, if (40) holds true and in addition the inverse operator I = A=Y s bounded on X, then By is
correct.

Proof. (i) From (37) and (36), we have

s = Bz,
r = Bs= B,
q = B[‘ = 3327 (42)

where the operators B2, B3 : X — X with D(B2) = D(A?) and D(B3) = D(A®). Substituting (42) into (39),
we get
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By = A'u-— B3z<I>(A\u) — B2z<1>(21\2u) — Bz@(//l\?’u) - z@(ﬁ"‘u)
- BA*w-B [B%@(Eu) + Bzd(A%u) + zq>(213u)]
- B {2% — B?20(Au) — Bz®(A%u) — z<1>(23u)}
- B {Bﬁ% — B%20(Au) — Bz@(,@?u)}
= B? [A\zu — Bz®(Au) — Z(I)(A\2u):|
- B [B?lu - Bz@(gu)}
- B [Eu - z@(ﬁu)}
= B'u. (43)

(ii) Let det W # 0. Then by Theorem 1 the operator B in (36) is bijective and consequently the operator
By = B* is again bijective as composition of bijective linear operators. Thus, the boundary value problem (38)
may be solved as follows

B = wy, wuy=/,
B3u = B lug=wui, wu =Tug+IzW1®(ug),
B?u = B luy =us, wus=Ius+ IZW71¢(U1),
Bu = B luy=wus, wu3=Tuy+IzW '®(uy),
uw = B luzg=wuy, ug=Tuz+IzW '®(us), (44)

which yields (41).

(i) Suppose that the components of the vector z are linearly independent and we will prove that if By is
an injective operator then det W # 0, or equivalently, if det W = 0 then B, is not injective. Let det W = 0.
Then there exists a nonzero vector ¢ = col(cy,...,¢y) such that We = 0. Consider the element ug = Izc

and notice that wg # 0 because the components of the vector z are linearly independent and ¢ is nonzero.
From (39) and (42), we obtain

Byuy = A*ug— B%2®(Aug) — B*2®(A%ug) — Bz®(A%ug) — z®(Atug)
= Azc— B3z®(z)c — BQZ®<A\Z>C - qu)(gzz)c - zq)(g‘?z)c
= {B/Tzz — B%2®(z) — B*2®(Az) — Bz(b(/?z)] c
= B |:A\2Z — B%2®(z) — Bz®(Az) — z@(ﬁzz)} c
- B [Biz — B%0(z) — Bz(I)(Az)]
= B? [A\z — Bz®(z) — z®(Az } c
= B?[Bz— Bz®(z)|c
= B3z[1,, — ®(z)]c
= B*zWc=0. (45)
From (45) it is implied that ug € ker By and hence By is not injective.
(iv) Assume (40) holds true. Then the operator By is bijective and its inverse is given by (41). If in

addition A~! is bounded and since the functionals ®,...,®,, in (41) are bounded, it is implied that the
operator B; ! is bounded and hence By is correct. g

3. Examples

In this section, we select and solve two representative example problems to explain the implementation
as well as to show the efficiency of the techniques presented in the previous sections.
Example 1. Let Q@ = {z € R®: [z] < 1} and 9Q = {z € R®: [z| = 1}. Consider the boundary value problem

Au(z) — 375 1gj z) [ovi()du(y)dy = f(z), =€,
Ulgn = 07 (46)
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where A is the Laplace operator in R?. We take X = Ly(Q2) and

Au(z) = Au(z), D(A)={u(z) e W(Q) : upq = 0},
(I)i : = i -d. ) p = 1) 27
() /Qv(a:) x, i
g = (9@ o)), (47)
and thus the problem (46) is put in the form
Bu(x) = Au(z) — g®(Au(z)) = f(x), D(B) = D(A), (48)
It is known that the problem
Au(z) = Du(z) = f(z), ul@)po =0, uweW5(Q), f(z)€ La(Q). (49)
is uniquely and everywhere solvable on Lo(f2) and
ulw) = A7 @) = [ Gla)fw)ay, VS € L), (50)

where G(z,y) = G1(z,y)+g(x,y) is the Green’s function, G;(x,y) = and g(x,y) is a harmonic function

1
Az —y]
in Q and belongs to C°°({2). Also, the operator A=1 is bounded and hence A is correct. We compute,

det W = det [1o — ®(g)] = det [ —_qi)ﬁéfé :(Cﬂ)f;) 1—_4111)2%;22)) | } . (51)

If det W # 0, then the problem (46) admits a unique solution which is obtained by substituting into (10).
Finally, the operator B by Theorem 1 is correct.
Example 2. Consider the fourth order integro-differential equation

3 1
u™® (t) +6z(5101t3 — 329782 + 102042t — 148458) / zu' (z)dx
0
1 1
—1—6(593t3 — 383412 + 11874t — 17266) / wu” (x)da
0
1 1
+Z(23t3 — 1502 + 462t — 670) / zu" (z)dx
0

1
—(t3 — 6% + 18t — 26)/ zu™® (z)dzx
0

279
= —@(51%3 — 32978t + 102042t — 148458), (52)
subject to boundary conditions
u?(0) =20 (1), i=0,1,2,3 (53)
We take X = CJ0,1], R R
Au=4/(t), D(A) = {u(t) € C'[0,1] : u(0) = 2u(1)}, (54)
consequently,
A2y =u"(t), D(A?) :{ueCQO 1] : u®(0) = 20 (1), z':(),l},
Ay = u"(t), D(A%) = {u e 0%[0,1] : u®(0) = 2uD(1), i = o,z} :
Ay = @ (1), D(AY) = {u e 040,1] - u(”(o) = 2u)(1), i= 0,3} : (55)
and
. 1
O(A'u) = (/ zul ), 1=1,2,3,4,
0
q = ( ; 4 (5101¢% — 32978t> + 102042t — 148458))
1
r (16 (593t% — 3834t + 11874t — 17266))
1
s ( Z (23t% — 150t* 4 462t — 670)) ,
z = (t3 — 61> 4 18t — 26) ,
f = 77(5101#” 329782 4 102042t — 148458). (56)

640
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It is easy to verify that the operator A is correct and its inverse is given by

o~ 1
ATVE() = [y f(@)dz =2 [y f(a)dz, € C0,1]. (57)
and that the functional ® is bounded, i.e. ® € C[0,1]* = X*. Thus, the boundary value problem (52), (53)
can be expressed now in the operator form (17).
To find its solution we can apply Theorem 2. However, by inspecting the operator A, the vector of
functionals ® and the vectors q, r, s, z, we can verify that the conditions (37) are satisfied, and therefore

the decomposition Theorem 3 is more appropriate, which is much easier to implement. It is straightforward
to show that

detW = det[l— &(z)]

1
{1 - / x(x® — 62% 4+ 18z — 26)dx | = % £ 0. (58)
0

Thus, the problem (52), (53) is correct and it can be formulated as Bu = f, where B is the first order
operator in (36). By substituting into (41), we obtain the unique solution of the problem (52), (53), which
is
¢ 75
u(t) =7 - 263 4 9t2 — 26t + 5 (59)
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O PEIHIEHVN HEKOTOPBIX MHTEI'PO-JN®PEPEHIINAJIBHBIX
YPABHEHNN BBICHIET'O ITIOPA/JIKA CIIEIINMAJIBHOI'O BUJIA

AHHOTAIINA

CraTbsi TOCBSINEHA PENIEHUI0 KPAEBbIX 3aJad JJIsl JIMHEHHBIX WHTErpo-AudepeHinajibHblX ypaBHEHUI
BoIcIIero mopsaka Tuma  Opemrospbma ¢ guddepeHnnaIbHBIMA ¢ M UHTErPAJBHBIMU  OIEPATOPAMH,
OXBaTBIBAIOIINMHU CTEIIEHU HJI€AJIBHONO OMEKTUBHOIO JIMHEHHOTO audepeHnajbHOr0 OepaTopa, OOpaTHbIMA
KOTOPOMY $IBHO WU3BeCTeH. BBIBOJATCS yCIOBUA CYIIECTBOBAHUS W €JIMHCTBEHHOCTHW PEIIEHUH, W pPeIeHus
WM3JIOKEHBI B 3aKPBITOM Buze. 1lonxon OCHOBaH HA TPEICTABJIEHUH O TOM, YTO UHTErpo-auddepeHInaabHbIi
OIEePATOpP SIBJISETCS BO3MYINEHHBIM uddepeHImanbabiM oneparopoM. llosyueHHble pe3yabraThbl HUMEIOT Kak
TEOpeTUYecKOoe, TaK M IIPAKTUYecKoe 3HadeHue. MeToJ| MmosicHAeTCs pelleHHeM JBYX HJIIIOCTPATUBHBIX 3aJ1ad.

KuroueBbie cioBa: wunterpo-puddepeHiuajibHble ypaBHEHUs, 331a9d C HAYAJbHBIME YCJIOBHUSMH,
rpaHuyHble 33Ja4n, JuddepeHnnaabHble OIEePATOPhI, JHEPreTUYECKHe OIEPATOPHI, CMEIIaHHbIE POJYKTHI,
TOYHBIE PEIIEHUSI.
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